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Abstract

Active experiments in space involving artificial atmospheres began with the AMPTE releases. In these seminal experiments, a cloud of Barium or Lithium was released and photoionized by the UV radiation from the sun. The cloud expanded and interacted with flowing solar wind, thus providing important data about pick-up ion behaviour, diamagnetic cavity formation, and shock formation. More recently, systems consisting of a dipole magnetic field and a plasma source are being considered and studied in spacecraft propulsion, and as a spacecraft shield from Solar Energetic Particles (SEP) from the sun [1].

We use a 3D massively parallel hybrid code to analyze the behaviour of such systems in the presence of a plasma flow. The model is ideal to deal with artificial atmospheres interacting with the solar wind, covering the relevant physical scales, and allowing a kinetic treatment of the ions. The code allows for arbitrary density distributions, arbitrary initial velocity distributions, and particle injection at any point in the simulation box. Dynamic load balancing algorithms are also used to guarantee parallel efficiency.

We focus our analysis in the differences between two distinct scenarios: the unmagnetized scenario of a plasma cloud expanding in the solar wind in the presence of the Interplanetary Magnetic Field (IMF), and the magnetized scenario of a laboratory plasma flow shock against a dipole magnetic field structure. Our results show that both configurations effectively deflect the incoming plasma. The nature of the shocks
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formed in both situations is different, a bow shock being formed in the first case, while in the second case there is a compression of the magnetic field, but no bow shock is observed. In the unmagnetized case, the diamagnetic cavity formation is the most significant aspect, with the cloud particles producing the diamagnetic currents as they expand outwards due to their temperature. Our results also show a dependency of the plasma standoff distance with the plasma density, velocity, and with the dipole field intensity in the magnetized case. The relevance of these scenarios for the shielding of spacecrafts is also addressed.
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1 Introduction

Active space experiments and in-situ measurements by satellites in space are important to understand the solar wind, the solar wind interaction with magnetospheres or planetary exospheres, and the space environment in general. Important phenomena like the rarefaction of the Martian atmosphere, the onset of geomagnetic storms, and the interaction of large-scale structures (e.g. Coronal Mass Ejections, Interplanetary Shocks) with the Earth’s magnetosphere, are better understood today thanks to numerous space missions, and to many developments in theoretical knowledge, computing power, and simulation techniques.

The increase of computing power and the improvement of the simulation techniques has led to a renewed interest in specific space plasma problems that can now be tackled with MHD codes, hybrid codes (with kinetic ions and fluid electrons), and fully kinetic codes. One interesting problem is the interaction of the solar wind with artificial magnetospheres, either in the traditional sense of a magnetosphere dominated by a dipole magnetic field, or of a plasma cloud expanding in the solar wind. Of particular interest is the possibility of using such artificial magnetospheres to protect spacecrafts against high-energy particles, mostly SEPs, motivated by recent results in the field suggesting the viability of such strategies [1].

Solar Energetic Particles are charged particles originating from the sun, mostly protons and electrons, that can reach energies up to hundreds of MeV or even GeV in some extreme scenarios. These SEP particles are hazardous to both spacecrafts (e.g. electronics, external panels), and to astronauts in space. The concept of spacecraft protection using artificial magnetospheres is then an attempt to emulate what the Earth magnetosphere does naturally for our planet, using a small scale dipole field and a plasma source to create a shield against charged particles.

Similar plasma cloud and magnetic field configurations have also been considered for spacecraft propulsion in the Solar System [2–4]. In that context, experimental [5–8] and simulation work has recently been performed, including detailed numerical simulations of the expansion of a magnetic bubble in the absence of a plasma flow [9, 10].

A comprehensive study of how high energy particles are deflected by a magnetosphere has not yet been completed. It is an intricate problem, and even in the well studied case of the Earth, a full understanding of the mechanisms responsible for effective SEP deflection is lacking: while it is known that some very energetic particles (tens of MeVs) penetrate the magnetopause and are trapped in the Earth radiation belt for very long periods, the physical processes relevant for particle transport across the magnetopause are still a central object of investigation.
We base the first part of our study on the analysis of the interaction of the solar wind with an unmagnetized plasma cloud, adopting parameters that allow for a comparison of our results with the measurements from the AMPTE release experiments, as well as with previous results from the numerical modeling of these experiments [11–16]. The AMPTE experiments consisted of several gas (Lithium and Barium) releases in the upstream solar wind by a spacecraft orbiting the earth [17–19]. After the release, the expanding cloud of atoms is photoionized by the solar ultraviolet radiation, thus producing an expanding plasma and forming an obstacle to the flowing solar wind. In-situ measurements were made by two additional spacecrafts and observations from ground-based stations were also performed.

The problem is intrinsically kinetic in nature due to the fact that the Larmor radius of the ions is of the order of magnitude of the plasma cloud size. Furthermore, modeling the ion kinetics correctly is essential to understand how the solar wind ions are deflected around the plasma cloud. While MHD simulations do not capture kinetic effects, fully kinetic simulations are computationally too demanding. In this sense, the hybrid technique is ideal to model the problem, since the relevant ion kinetics is captured, while high electron-scale frequencies and associated phenomena are neglected. We describe the most important features of the interaction, including the magnetic field buildup in front of the shock, the formation of a diamagnetic cavity, the solar wind behavior around the cloud expansion zone, and the main distinctive features of the cloud expansion itself.

The second part of our study focuses on the deflection of a plasma beam by a mini-magnetosphere in the laboratory, and is directly comparable to laboratory experiments currently underway [8]. In these experiments, a plasma beam, guided by an axial magnetic field in a cylindrical linear chamber, hits a dipole magnetic field created by a permanent magnet. Recent experimental and simulation results reveal the formation of a very sharp shock structure, and provide evidence of the beam deflection out of the magnetized cavity [1]. Modeling the ion kinetics is crucial in this case too, although the plasma can become magnetized in the regions adjacent to the dipole magnetic field origin, due to the sharp gradient in the magnetic field intensity of a dipole $B \sim r^{-3}$. In order to understand the key parameters that determine the mini-magnetosphere features, a parameter scan of the plasma density, the flow velocity and the dipole magnetic field intensity has been performed, giving a particular emphasis to the shock behavior, the distance of magnetopause to the dipole field origin, and the behavior of the beam around the plasma-depleted region of the magnetic dipole.

We resort to hybrid simulations of the two scenarios, the case of the plasma cloud expanding in the solar wind, and the case of the magnetic dipole field interaction with a laboratory plasma beam, to analyze and to compare the features of both systems. A particle-in-cell [20,21] hybrid code, $d$Hybrid [22], is used for the modeling, and the visualization is performed with the osiris framework [23]; $d$Hybrid is a massively parallel three-dimensional kinetic ion, massless fluid electron code [24], allowing for arbitrary plasma configurations, external fields, and implementing a particle tracking algorithm that allows for individual particle information to be stored and analyzed.

In the next section we describe the hybrid simulation model in detail, including the implementation in $d$Hybrid, and the main features of the code. In section 3 we present the results of the unmagnetized plasma cloud expanding in the solar wind, and in section 4 we present the results of the magnetized laboratory scenario. Finally, in section 5, we present
the conclusions.

2 The hybrid simulation model

2.1 The hybrid model

Hybrid models are commonly used in many problems in plasma physics, and can include different types of approximations, depending on the specific physical system considered [24]. The main assumption of hybrid models with kinetic ions and fluid electrons is that the dynamic scales of interest are those of the ions, while the dynamics of the electrons can be neglected to a lesser or higher degree. This translates in neglecting the displacement current in Ampère’s Law, thus suppressing the propagation of electromagnetic waves traveling at the speed of light, and considering an MHD model for the electrons, as well as assuming quasi-neutrality. Differences between various hybrid approximations depend mainly on whether the effects of finite electron mass, resistivity, and electron pressure need to be included in the MHD equations. For the sake of completeness we present the main steps in the derivation of the hybrid model implemented in dHybrid.

We start from the Vlasov equation for the electrons,

$$\frac{\partial f_e}{\partial t} + \vec{v}_e \cdot \vec{\nabla}_r f_e - \frac{e}{m} \left( \vec{E} + \vec{v}_e \times \vec{B} \right) \cdot \vec{\nabla}_{v_e} f_e = 0$$

(1)

where \(f_e\) is the electron distribution function, \(\vec{v}_e\) is the electron velocity, \(\vec{E}\) the electric field, \(\vec{B}\) the magnetic field, \(e\) and \(m\) the electron charge and the electron mass, and \(\vec{\nabla}_r\) and \(\vec{\nabla}_{v_e}\) denote the gradients in physical space and in velocity space, respectively. The zeroth order moment is calculated by integrating eq. 1 in velocity space, the first term from the left yielding

$$\frac{\partial n_e}{\partial t},$$

with \(n_e = \int f_e d\vec{v}_e\) the electron density, the second term yielding

$$\vec{\nabla}_r \cdot \int \vec{v}_e f_e d\vec{v}_e,$$

and the last term vanishing if we integrate by parts and make the usual assumption \(f_e \to 0\) at \(\pm \infty\).

In the current version of dHybrid, the effects of finite electron mass, resistivity and electron pressure are not considered, although the code is already structured so as to make such generalization straightforward. In the \(m \to 0\) limit, eq. 1, which yields the continuity equation for the zeroth order moment, reduces to

$$\left( \vec{E} + \vec{v}_e \times \vec{B} \right) \cdot \vec{\nabla}_{v_e} f_e = 0$$

(2)

and its zeroth order moment is identically zero. The first order moment of eq. 2 is

$$\int \vec{v}_e \left( \vec{E} + \vec{v}_e \times \vec{B} \right) \cdot \vec{\nabla}_{v_e} f_e d\vec{v}_e = 0$$

$$\iff \int \vec{v}_e \vec{\nabla}_{v_e} \cdot \left[ f_e \left( \vec{E} + \vec{v}_e \times \vec{B} \right) \right] d\vec{v}_e - \int \vec{v}_e f_e \vec{\nabla}_{v_e} \cdot \left( \vec{E} + \vec{v}_e \times \vec{B} \right) d\vec{v}_e = 0$$

(3)

where we have used the vector identity \(\vec{\nabla} \cdot \left( f \vec{A} \right) = \vec{A} \cdot \vec{\nabla} f + f \vec{\nabla} \cdot \vec{A}\). The second integral of eq. 3 vanishes since \(\vec{\nabla}_{v_e} \cdot \left( \vec{E} + \vec{v}_e \times \vec{B} \right) = 0\), while the first integral of eq. 3 is calculated
by parts, the non-vanishing term yielding
\[ \int f_e (\vec{E} + \vec{v}_e \times \vec{B}) \, d\vec{v}_e = 0 \]
\[ \iff \vec{E} = -\vec{V}_e \times \vec{B} \quad (4) \]
with \( \vec{V}_e = \frac{1}{n} \int f_e \vec{v}_e \, d\vec{v} \) the electron fluid velocity. This last equation indicates that the electric field is perpendicular to the local magnetic field, and results from considering zero inertia electrons that instantaneously short-circuit any parallel component of the electric field.

In the hybrid approximation we now consider Ampère's law without the displacement current
\[ \vec{\nabla} \times \vec{B} = \mu_0 \vec{J} \quad (5) \]
where \( \mu_0 \) is the magnetic permeability, \( \vec{J} \) is the current density, and where \( \vec{\nabla} \) is the usual gradient in physical space, to be used instead of \( \vec{\nabla}_r \) from now on. The current is given by
\[ \vec{J} = -n_e \vec{V}_e + \sum_{i=1}^{n_{sp}} q_i \int f_i \vec{v}_i \, d\vec{v}_i \quad (6) \]
with \( q_i \) the charge of species \( i \), and where the sum is over all ion species present in the system. Substituting \( \vec{V}_e \) from eq. 6 in eq. 4, and \( \vec{J} \) from eq. 5 in eq. 6, the electric field becomes
\[ \vec{E} = -\vec{V}_i \times \vec{B} + \frac{1}{n_e \mu_0} (\vec{\nabla} \times \vec{B}) \times \vec{B} \quad (7) \]
where \( \vec{V}_i = \frac{1}{n} \sum_{j=1}^{n_{sp}} Z_j \int f_j \vec{v}_j \, d\vec{v}_j \) is the ion fluid velocity, \( Z_j = q_j / e \) is the relative charge of the ion species \( j \), and where we have assumed quasi-neutrality, \( n = \sum_{j=1}^{n_{sp}} Z_j n_j \).

Finally, the magnetic field can be obtained straightforwardly from Faraday's law
\[ \frac{\partial \vec{B}}{\partial t} = -\vec{\nabla} \times \vec{E} \quad (8) \]
while the ion velocities are determined by the Lorentz force equation
\[ \frac{d\vec{v}_i}{dt} = \frac{q_i}{M} \left( \vec{E} + \vec{v}_i \times \vec{B} \right) \quad (9) \]
and the ion positions are determined from
\[ \frac{d\vec{x}}{dt} = \vec{v}_i \quad (10) \]
where \( M \) is the mass of the ions and \( x \) the position of the ions. Equations 4 through 10 form the basis of the hybrid model implemented in \( dHybrid \); the numerical method for the solution of this set of equations is described in the next paragraphs.
2.2 Implementation in dHybrid

The ion species in dHybrid are represented by finite sized computational particles to be pushed in a 3D simulation box. The fields and fluid quantities, such as the density \( n \) and the ion fluid velocity \( \vec{V}_i \), are interpolated from the particles using quadratic splines \([25]\) and defined on two different 3D regular staggered grids \([26]\). The fields and fluid quantities are then interpolated back to push the ions using quadratic splines, in a self-consistent manner.

All quantities are expressed in normalized units: time is normalized to the inverse cyclotron frequency \( \omega_{ci}^{-1} \), space is normalized to \( c/\omega_{pi} \), with \( \omega_{pi} \) the ion plasma frequency, charge is normalized to the proton charge \( e \), the mass is normalized to the proton mass, and the velocities are normalized to the Alfvén velocity \( v_A = B_0/\sqrt{\mu_0 n_0 m_p} \), where \( B_0 \) is the normalizing magnetic field, \( n_0 \) the normalizing density, and \( m_p \) the proton mass. In these units, eq. 7 through eq. 10 can be rewritten, dropping the index \( i \) for the ions, as

\[
\vec{E} = -\vec{V} \times \vec{B} + \frac{1}{n} \left( \nabla \times \vec{B} \right) \times \vec{B} \tag{11}
\]

\[
\frac{\partial \vec{B}}{\partial t} = -\vec{V} \times \vec{E} \tag{12}
\]

\[
\frac{d\vec{v}}{dt} = q \frac{M}{\vec{E} + \vec{v} \times \vec{B}} \tag{13}
\]

\[
\frac{d\vec{x}}{dt} = \vec{v} \tag{14}
\]

The equations are advanced in time in finite steps \( \Delta t \), and are discretized in space on the two staggered grids, grid 1/2 being displaced from grid 1 by half cell size in each spacial direction (\( \Delta x/2, \Delta y/2, \) and \( \Delta z/2 \)). Any quantity \( A \) can be transposed from one grid to the other by spatial averaging:

\[
A_{i+1/2,j+1/2,k+1/2} = \frac{1}{8} \left( A_{i,j,k} + A_{i+1,j,k} + A_{i,j+1,k} + A_{i+1,j+1,k} + A_{i,j,k+1} + A_{i+1,j,k+1} + A_{i,j+1,k+1} + A_{i+1,j+1,k+1} \right) \tag{15}
\]

Derivatives are calculated by the finite differences method in order to be space centered; hence, calculating \( \frac{\partial A}{\partial x} \), would yield

\[
\left( \frac{\partial A}{\partial x} \right)_{i+1/2,j+1/2,k+1/2} = \frac{1}{4\Delta x} \left( A_{i+1,j,k} - A_{i,j,k} + A_{i+1,j+1,k} - A_{i,j+1,k} + A_{i,j,k+1} - A_{i,j+1,k+1} + A_{i,j,k+1} - A_{i,j+1,k+1} \right) \tag{16}
\]

meaning that a given quantity and its derivative are defined on different grids \([24]\). Following this approach, the field equations 11 and 12 are solved numerically by the Lax-Wendroff algorithm \([21, 24]\), which is then second order accurate in space and time, and is space and time centered. The electric field is calculated in two steps:

\[
\vec{E}_{1/2}^{n+1/2} = -\vec{V}^{n+1/2} \times \vec{B}_{1/2}^{n+1/2} + \frac{1}{n_{1/2}^{n+1/2}} \left( \vec{V} \times \vec{B}_{1/2}^{n+1/2} \right)_{1/2} \times \vec{B}_{1/2}^{n+1/2} \tag{17}
\]

\[
\vec{E}_{1}^{n+1} = 2\vec{E}_{1}^{n+1/2} - \vec{E}_{1}^{n} \tag{18}
\]
the superscripts \( n + 1/2 \) and \( n + 1 \) denoting quantities calculated at times \( t_{n+1/2} = t_n + \Delta t/2 \), and at times \( t_{n+1} = t_n + \Delta t \), and the subscripts 1 and 1/2 denoting quantities defined on grid 1 at the point \( i, j, k \) and on grid 1/2 at the point \( i + 1/2, j + 1/2, k + 1/2 \). While eq. 17 is a direct discretization of eq. 11, eq. 18 uses values from eq. 17 displaced from grid 1/2, and uses the electric field from the previous time step. The magnetic field is advanced in time through

\[
\vec{B}_{1/2}^{n+1} = \vec{B}_{1/2}^n - \frac{\Delta t}{2} \left( \vec{\nabla} \times \vec{E}_1^n \right)_{1/2}
\]

(19)

\[
\vec{B}_{1}^{n+1} = \vec{B}_{1}^n - \Delta t \left( \vec{\nabla} \times \vec{E}_{1/2}^{n+1/2} \right)_1
\]

(20)

Finally, the Boris pusher scheme [21, 27] is used to advance the velocities in time; eq. 13 becomes

\[
\vec{v}^- = \vec{v}^{n+1/2} + \vec{E}_{1/2}^{n+1} \left( \frac{\Delta t q}{2M} \right)
\]

(21a)

\[
\vec{v}' = \vec{v}^- + \vec{v}^- \times \vec{B}_{1/2}^{n+1} \left( \frac{\Delta t q}{2M} \right)
\]

(21b)

\[
\vec{v}^+ = \vec{v}^- + \vec{v}' \times \vec{B}_{1/2}^{n+1} \left( \frac{\Delta t q}{2M} \right) \left( 1 + \frac{\left| \vec{B}_{1/2}^{n+1} \right|^2 (\Delta t q/2M)^2}{2} \right)
\]

(21c)

\[
\vec{v}^{n+3/2} = \vec{v}^+ + \vec{E}_{1/2}^{n+1} \left( \frac{\Delta t q}{2M} \right)
\]

(21d)

and the discretization of eq. 14, for the position update, yields

\[
\vec{x}^{n+3/2} = \vec{x}^{n+1/2} + \Delta t \vec{v}^{n+1}
\]

(22)

where \( \vec{v}^{n+1} = 1/2 \left( \vec{v}^{n+1/2} + \vec{v}^{n+3/2} \right) \).

The numerical implementation of the hybrid model described above in \( dHybrid \) is based on the Message Passing Interface (MPI) routines [28]; the use of standard particle-in-cell algorithm optimization schemes [25] along with state-of-the-art dynamic load balancing techniques guarantees excellent parallel scalability up to hundreds of CPUs [22]. The 3D simulation space is divided across processes, and 1D, 2D and 3D domain decompositions are possible. Using the dynamic load balancing capabilities of \( dHybrid \), the simulation space is redistributed across processes during any simulation, in order to maintain similar computing loads across nodes; speedups of up to 40% are observed for runs with uneven particle distributions, as in the present case.

The code can simulate an arbitrary number of particle species with arbitrary charge to mass ratios, arbitrary initial thermal velocity and drift velocity distributions, as well as arbitrary spatial configurations. Periodic boundary conditions, open boundary conditions and configurable particle injectors can be used for the particles, and periodic boundary conditions are used for the fields. The code also includes particle tracking capabilities, which are of particular relevance for the problem at hand. To take full advantage of particle tracking, a simulation is typically run twice: the first time all usual diagnostics can be analyzed (e.g. electric field, magnetic field, fluid phase spaces), and a special kind of diagnostics, the raw
diagnostics, are produced. In these raw diagnostics, a sample of raw simulation particles is stored at given intervals, including the positions, the velocities and the charge. A sample of these particles is then chosen according to specific, problem-dependent criteria (e.g., particles within a given energy interval and/or spatial region), and the list of particles is supplied as an input for the second run, which then provides a detailed time-resolved information on the phase-space dynamics of the selected particles.

In the physical scenarios considered here, particle tracking allows for the determination of how particles behave near the shock structures formed by the plasma cloud expansion, and by the dipole magnetic field in the laboratory phase.

3 Plasma cloud interaction with the solar wind

In the AMPTE release experiments, clouds of Lithium or Barium were released in the upstream solar wind, which is essentially a proton/electron plasma. The gas cloud expanded due to its temperature, while particles were photo-ionized by solar UV radiation. The IMF from the sun was the only external magnetic field source in this case. In our 3D simulation box, the solar wind propagates in the $+x$ direction, the magnetic field is oriented in the $+z$ direction, and a pre-ionized Lithium cloud expands from a point at 40% the box size in the $x$ direction, and centered in the $y$ and $z$ directions.

Results are presented in normalized units, the density normalized to $n_0 = 5 \text{ cm}^{-3}$, the spacial dimensions normalized to $c/\omega_{pi} \approx 102 \text{ km}$, the time normalized to $\omega_{ci}^{-1} \approx 4.53 \text{ s}$, the velocities normalized to $v_A \approx 22.5 \text{ km s}^{-1}$, the magnetic field normalized to $B_0 = 2.3 \text{ nT}$, and the electric field normalized to $B_0 v_A \approx 0.0516 \text{ mV m}^{-1}$. The box size is $L = 150 c/\omega_{pi} \approx 15000 \text{ km} \approx 41 r_{Lsw}$ in each dimension, with $r_{Lsw}$ the solar wind Larmor radius, and $(300)^3$ grid cells are used, yielding a cell size of $\Delta = 0.5 c/\omega_{pi} \approx 51 \text{ km} \approx 0.14 r_{Lsw}$. The time step is $\Delta t \approx 0.0022 \omega_{ci}^{-1} \approx 0.01 \text{ s} \approx 3.5 \times 10^{-4} T_{Lsw}$, where $T_{Lsw}$ is the solar wind ion gyro period, and the simulation is run up to 10000 time steps, which results in a total simulation time $T \approx 22 \omega_{ci}^{-1} \approx 100 \text{ s} \approx 3.51 T_{Lsw}$. We use
8 particles per cell to model the solar wind plasma, and around 2 million particles to model the Lithium cloud.

The background magnetic field in the simulation is $B = 1 \ (\approx 2.3 \text{ nT})$, and the solar wind plasma is distributed uniformly across the box with a density $n_{sw} = 1 \ (\approx 5 \text{ cm}^{-3})$, a drift velocity of $V_{sw} = 3.59 \ (\approx 80.5 \text{ km s}^{-1})$, and a temperature of $T = 0.78 \text{ eV}$, yielding a kinetic to magnetic pressure ratio $\beta \approx 0.3$. The Lithium ions in the plasma cloud are singly ionized and are initialized in a sphere of radius $r_{Li} = 4$ with a gaussian density profile with peak density $n_{Li} \approx 56000$, and a temperature $T = 15.5 \text{ eV}$.

The most striking feature of the system is the magnetic field behavior as the cloud expands. Figure 1 shows the magnetic field evolution including the magnetic field vectors, iso-surfaces and projections, and figure 2 shows a $xy$ plane cut of the magnetic field intensity at $z = 75$. The magnetic field present at the beginning (frame a) is mostly the IMF field. As the cloud expands, the IMF is pushed out of the cloud expansion zone; the magnetic field vectors are bent, a compression zone is formed in the upstream side of the shock, and a low magnetic field zone, a diamagnetic cavity, is formed in the downstream side of the shock. Figure 2 at later time steps, frames b and c, shows a clear asymmetry between the
Figure 4: Electric field intensity cut along the $xy$ plane at $z = 75$ for: a) $t = 2.22$, b) $t = 11.08$, and c) $t = 19.94$.

Figure 5: Fluid velocity vectors, fluid velocity iso-surfaces, and fluid velocity projections at a) $t = 2.22$, b) $t = 11.08$, and c) $t = 19.94$.

Figure 6: Fluid velocity intensity cut along the $xy$ plane at $z = 75$ for: a) $t = 2.22$, b) $t = 11.08$, and c) $t = 19.94$. 
Figure 7: Charge density slice along the $xy$ plane at $z = 75$ at a) $t = 2.22$, b) $t = 11.08$, and c) $t = 19.94$. The solar wind charge density is represented in blue, and the Lithium plasma cloud charge density is represented in red.

$+y$ side of the expansion and the $-y$ side of the expansion, and shows that the maximum magnetic field intensity reached is over 1.4, while the minimum magnetic field intensity is below 0.7.

To understand the overall behavior of the system we analyze the evolution of both the electric field and the fluid velocity of the ions. From the inspection of the electric field in figure 3 and in figure 4, we see that outside of the cloud expansion zone the electric field vectors point in the $+y$ direction. This is in agreement with eq. 7, since the plasma is flowing in the $+x$ direction so that $-\vec{V}_i \times \vec{B}$ points in the $+y$ direction, and the magnetic field in this zone is uniform so that $\vec{J} = \vec{\nabla} \times \vec{B}$, in the second term of the equation, is mostly zero.

The electric field vectors in the plasma cloud dominated zone are curved in the counter-clockwise direction (figure 4), and the electric field intensity grows from the center of the cloud outwards. The explanation is related to the temperature-driven expansion of the plasma cloud. Figures 5 and 6 show an increase of the ion fluid velocity from the center of the cloud outwards, which is due to the fact that hotter ions diffuse outwards faster from their initial positions. Hence, the $-\vec{V}_i \times \vec{B}$ term once again explains both the counter-clockwise direction of the electric field and the electric field intensity growth outwards.

The spatial uniformity of the electric field, magnetic field, and plasma flow velocity and density, in the solar wind dominated zone, contrasts with the non-uniformity of the electric field in the plasma cloud expansion zone. In the later case, the spatial variation of the electric field yields a non-vanishing $\vec{\nabla} \times \vec{E}$ that drives the evolution of the magnetic field in time according to Faraday’s law (eq. 12). The time evolution of the magnetic field results in the spatial non-uniformity of $\vec{B}$: the magnetic field enhancement in the $-x$ side and the magnetic field depletion on the $+x$ side. The $\vec{B}$ field non-uniformity in the cloud zone can then be interpreted as a current system, owing to $\vec{J} = \vec{\nabla} \times \vec{B}$, that acts as a diamagnetic current on the downstream side of the cloud.

The solar wind ions are affected by the electromagnetic structures formed by the cloud expansion, and the most visible effect is the asymmetry along the $y$ axis, which can be explained by the electric field configuration outside of the cloud zone and at the boundaries between the two zones. Looking at the electric field from figure 4, and at the charge density from figure 7, it can be seen that ions escape from the cloud mainly in the $+y$ side due to
Figure 8: Slice along the $x\ y$ plane at $z = 75$ showing the magnetic field intensity, and a representative sample of particle tracks from the solar wind (red color table), and from the Lithium plasma cloud ions (blue color table). The line colors represent the energy of the particles.

The IMF-generated electric field that points in this direction. Also, the electric field points in opposite directions at the shock front boundary, leading to reconnection and turbulence.

Figure 7 also shows that the solar wind plasma is pushed out of the region where the Lithium plasma cloud dominates, forming a density bump that propagates outwards just in front of the plasma cloud expansion. This outer shock drives a smaller electric field present just outside the cloud boundary, seen in figure 4 to point in the $+x$ direction on the $-y$ side of the cloud. This electric field accelerates the solar wind ions present in this region, as can be observed in figure 6, while in the opposite side of the cloud it has a decelerating effect.

The trajectories of a sample of particles from the solar wind and from the Lithium cloud can be observed in figure 8. The $y$ axis asymmetry is patent once more in the solar wind particle trajectories that stream along the $-y$ side of the cloud, while particles impacting at higher $y$ are decelerated or back-scattered. The Lithium ions, on the other hand, escape the cloud in the $+y$ side, are picked up by the solar wind, and start to drift downstream.

These results demonstrate that the solar wind is effectively stopped from entering the Lithium dominated zone. This would not to be expected if we reasoned that a charged particle would be deflected only when its Larmor radius is small compared with the distance to the central object. In fact, in the unmagnetized scenario where the Larmor orbits are of the same order of magnitude of the central object (the cloud in this case, or the magnetic dipole field in the case described in the next section), this over-simplistic view must be abandoned. This aspect will be further explored in the next section, where we relate plasma flow deflection distances to the magnetic field intensity and plasma parameters such as the density and the plasma flow velocity.
4 Mini-magnetosphere in the laboratory

Recent laboratory experiments were setup with the specific aim of studying particle deflection mechanisms, and studying the feasibility of protecting a spacecraft using a mini-magnetosphere [8]. In the final proposed configuration, the mini-magnetosphere consists of a dipole magnetic field and a plasma source; the purpose of the plasma source is to expand the dipole magnetic field, which usually decays as $r^{-3}$, so that the decay is $r^{-\alpha}$ with $\alpha \sim 1$, thus increasing the efficiency of particle deflection [1].

In the current phase of the laboratory experiments, the dipole magnetic field is generated by a permanent magnet, and there is no plasma source inflating the magnetic field. A cylindrical magnet with radius $r_M = 13.5 \text{ mm}$ is placed in a vacuum chamber, where it produces a magnetic field with a peak intensity of $B_{max} \approx 0.2 \text{ T}$ at the edge of the magnet. A quasi-neutral proton/electron plasma beam with a number density of $n_b = 10^{12} \text{ cm}^{-3}$, a bulk velocity of $V_b = 400 \text{ km s}^{-1}$, and a ion temperature of $T_b = 5 \text{ eV}$, is then guided by an axial background magnetic field of intensity $B_b = 0.02 \text{ T}$ towards the magnet.

For these reference parameters, the plasma flow has an acoustic Mach number of $M_{ac} = 12.91$, an Alfvénic Mach number of $M_a = 0.92$, and the Larmor radius of the ions is $r_{lb} \sim 11.4 \text{ mm}$, which corresponds to $r_{lb}/r_M = 0.85$. The hybrid simulation method is then ideal for this configuration, since the ions are mostly unmagnetized in regions far from the magnet, and thus require a kinetic treatment.

Three sets of simulations were run in order to scan the dependency of the plasma standoff distance, at the nose of the magnetopause in the beam propagation direction, with varying magnetic field intensity, with varying beam plasma density, and with varying plasma flow velocity. Simple MHD theory considers that the total pressure is conserved across the magnetopause, $\left[ p + B^2/2 \right] = 0$, where the first term is the plasma kinetic pressure and the second term is the magnetic pressure, and predicts that the distance from the magnetopause to the dipole origin is given by

$$r_{mp} = \left( \frac{K B^2}{2 \ n \ M \ V^2} \right)^{1/6} \quad (23)$$

where $B$ is the magnetic field intensity at the edge of the magnet, $n$ is the density, $M$ is the ion mass (protons), $V$ is the flow velocity of the plasma, and the parameter $K$ is a
Figure 10: Density slice (top panel), and fluid velocity slice (bottom panel), in the $x\, y$ plane at $z = 0.355$, in the middle of the simulation box, for time $t = 0.2$. The left frames show the results for the reference simulation run, with $V_b = 0.92$, and the right frames show the results for a run with the same parameters but with $V_b = 2.84$. 
Figure 11: Distance of the magnetopause to the dipole origin, $r_{mp}$, as a function of the magnetic field intensity at the edge of the permanent magnet. The solid line represents the theoretical prediction, eq. (23). The triangles represent the values measured in the simulations, with the error bars describing the resolution of the simulation.

free parameter of the theory accounting for the non-ideal specular reflection of the particles when hitting the magnetopause and deviations of the magnetic field intensity from its dipole field values [1, 29].

In our simulations the plasma flows along the background magnetic field in the $+x$ direction, and the magnetic dipole is centered in the middle of the simulation box, with the magnetic moment vector aligned along the $+z$ direction. The results presented are normalized to the simulation units, the density normalized to $n_0 = 10^{12} \text{ cm}^{-3}$, the spacial dimensions normalized to $c/\omega_{pi0} \approx 22.76 \text{ cm}$, the time normalized to $\omega_{ci0}^{-1} \approx 0.52 \mu \text{s}$, the velocities normalized to $v_A \approx 436 \text{ km s}^{-1}$, the magnetic field normalized to $B_0 = 0.02 \text{ T}$, and the electric field normalized to $B_0 v_A \approx 8732 \text{ V m}^{-1}$. The box size is $0.89 c/\omega_{pi0} \approx 20.35 \text{ cm} \approx 17.83 r_{Lb}$ in the $x$ direction, $0.67 c/\omega_{pi0} \approx 15.26 \text{ cm} \approx 13.37 r_{Lb}$ in the $y$ and $z$ directions, and $80 \times 60 \times 60$ grid cells are used, yielding a cell size of $\Delta \approx 0.011 c/\omega_{pi0} \approx 2.5 \text{ mm} \approx 0.22 r_{Lb}$. The time step is $\Delta t \approx 9.52 \times 10^{-7} \omega_{ci0}^{-1} \approx 0.5 \text{ ps} \approx 1.52 \times 10^{-7} T_{Lb}$, and the simulation is run up to $400 \text{ ktime steps}$, which results in a total simulation time $T \approx 0.38 \omega_{ci0}^{-1} \approx 0.2 \mu \text{s} \approx 0.06 T_{Lb}$. We use 27 particles per cell to model the beam.

The reference simulation for our parameter scans is the run reproducing the laboratory parameters. We can see in figure 9 a cut of the density evolution of the plasma beam for this run. At early times, the magnetic dipole field acts as a magnetic piston, and the plasma is expelled from the most intense magnetic field region near the dipole origin. Here, the dipole magnetic field plays the role of the Lithium cloud in the previous section, while the plasma beam plays the role of the solar wind. At some point during the early stages of the simulation, the beam kinetic pressure equalizes the outward magnetic pressure, and the
magnetopause is formed according to eq. 23. A direct measurement of $r_{mp}$ in the laboratory yielded $r_{mp} = 28.5\,\text{mm}$, and the same measurement in the reference simulation yields $r_{mp} = 26.7\,\text{mm} \pm 2.5\,\text{mm}$, showing a good agreement between the two. The uncertainty in the simulation measurement is due to the simulation grid cell size.

Figure 10 shows a comparison between the reference run, and a run with the same parameters but $V_b = 2.84$, highlighting the bow shock shape and the fluid velocity vectors. The width of the bow shock is narrowed in the transverse direction, in the second run, comparing to the reference run, but the qualitative behavior of the two scenarios is very similar. In particular, there is a particle flow, present in both cases, that penetrates to some degree the bow shock boundary and that enables some particles to enter the density-depleted zone. Looking at the velocity vectors in the central region also indicates that this low density plasma is turbulent, and the observation of the same behavior in both cases indicates that the phenomenon represents a characteristic feature of the problem and not a numerical artifact due to the specific plasma parameters used. A similar effect is observed in the laboratory experiment [1], where particles penetrate the bow shock through a magnetic cusp; however, as a definite physical explanation for the phenomena is lacking, it is not trivial to infer a relation between the two observations.

In the first simulation scenario, we have scanned the magnetic field intensity, with the magnetic field on the edge of the magnet varying from 0.01 T to 0.4 T, while keeping the reference run plasma parameters fixed. In figure 11, $r_{mp}$ measured in the simulation is compared with the theoretical prediction from eq. 23. The qualitative behavior is obtained, but some quantitative discrepancies are visible, with better agreement being obtained for
Figure 13: Distance of the magnetopause to the dipole origin, $r_{mp}$, as a function of the plasma flow velocity, for the baseline simulation parameters. The solid line represents the theoretical prediction, eq. (23). The triangles denote the simulation results, with the error bars describing the resolution of the simulation.

Scanning the distance $r_{mp}$ as a function of the plasma density, figure 12, the qualitative behavior is recovered, with a slight deviation from the theoretical model, as in the previous scenario. For the plasma densities scanned, the $\beta$’s range from 0.005 to 0.5. The scaling $r_{mp} \propto n^{-1/6}$, from eq. 23, indicates that $r_{mp}$ depends weakly on the density, while it is strongly affected by variations of the magnetic field, $r_{mp} \propto B^{1/3}$, and by variations of velocity, $r_{mp} \propto v^{-1/3}$, which means that more significant changes of $r_{mp}$ are observed in these cases for our parameter scan, and for our numerical parameters.

Finally, in the third scenario, the velocity of the solar wind was varied from 30.97 km/s up to 1548 km/s, corresponding to acoustic Mach numbers from $M_{ac} = 1$ to $M_{ac} = 50$ and Alfvénic Mach numbers from $M_a = 0.07$ to $M_a = 3.5$. The results, depicted in figure 13, follow the same behavior as in the previous scenarios, with a small deviation from the theoretical values for most of the measured points. For all the simulation scenarios the value for $K$, in eq. 23, was $K = 6.09 \times 10^{-12}$ m$^6$ adjusted from the data.

The discrepancies between measured simulation values and the theoretical values of eq. 23 are associated with the simplifying assumptions of the theoretical model. In particular, in the derivation of eq. 23, the thermal pressure is neglected, and the Rankine-Hugoniot shock jump conditions are implicitly used [29]. Neglecting the thermal pressure causes deviations for low values of the velocity $V$ observed in figure 13, and the use of the Rankine-Hugoniot jump conditions implies considering a simple one fluid magnetohydrodynamics model, which has limited applicability in this problem, as finite Larmor radius effects are not negligible.
5 Discussion and conclusions

We analyze two different plasma interaction scenarios, relevant for ongoing research on spacecraft protection against energetic charged particles. Unlike the case of the solar wind interaction with a planetary magnetosphere, such as the Earth magnetosphere where $r_{L\text{sw}}/r_\oplus \sim 0.01$ ($r_\oplus \equiv$ radius of the earth), the Larmor radius of the solar wind ions and the Larmor radius of the beam protons are of the same order of magnitude of the system sizes. While in the Earth/solar wind case MHD simulations can model most phenomena of interest on a global scale, the same does not hold true for these smaller systems [30].

The numerical modeling of the AMPTE release experiments, as analyzed in section 3, shows that a thermally expanding plasma cloud is capable of effectively deflecting the solar wind. The expansion of the cloud against the incoming solar wind compresses and enhances the magnetic field at the shock interface, while the magnetic field downstream is depleted and a diamagnetic cavity is formed. The solar wind particles are deflected mostly sideways, in the $-y$ direction, and some of these particles are accelerated up to twice their initial bulk velocity, due to the electric field generated by the radially propagating plasma cloud.

In the laboratory scenario, the dipole magnetic field acts as a magnetic piston to create a plasma depleted cavity, as in the cloud expansion case. In this case the differences between the experimental setup and typical space plasma parameters should be considered. The two main differences reside in the number density of the solar wind, typically $\approx 5 \text{ cm}^{-3}$ at 1 AU, and in the typical value for the IMF which is $\approx 10 \text{ nT}$ at 1 AU, representing much lower values than the ones used in the laboratory. These differences result in a plasma $\beta \sim 0.4$, and a typical acoustic Mach number of $M_{ac} \sim 7.3$, and an Alfvénic Mach number $M_a \sim 4.6$, that should be compared with values of $\beta \sim 0.005$, $M_{ac} \sim 12.9$, and $M_a \sim 0.9$, respectively, for the laboratory case. Assuming that the magnetic field intensities of a system on-board of a spacecraft can be of the order of magnitude of the ones tested in the laboratory, the system should stop the incoming solar wind at longer $r_{mp}$, according to eq. (23), by a factor of $(n/n_{sw})^{1/6} \sim 76$ resulting in a standoff distance of a few meters.

In order to push the concept of the mini-magnetosphere further, the injection of plasma in the region of the dipole field to expand the magnetic field has to be considered. This plasma injection can result in a change of the decay law from $r^{-3}$ to $r^{-\alpha}$, with $\alpha \sim 1$, as outlined before. An estimate of operating parameters for this configuration is calculated based on the requirement of deflecting 1 MeV protons and considering a magnetic field intensity decay of $r^{-1}$. For efficient reflection, we require the Larmor radius to be a fraction, $f \sim 20\%$, of the distance of the proton to the spacecraft, yielding a magnetic field intensity of 0.72 T generated by a current loop with $r = 1 \text{ m}$, corresponding to a magnetic moment $M \sim 7.2 \times 10^6 \text{ A m}^2$.

The above estimates provide only a crude approximation; our results indicate that the requirements for the magnetic field intensity can be relaxed in the self-consistent configuration. As observed in both simulation scenarios, even when $r_{L\text{sw}}$ and $r_{Lb}$ are comparable, respectively, to the radius of the cloud and to $r_{mp}$, the incoming plasma is efficiently deflected.

Future work on the subject will focus on the behavior of a mini-magnetosphere in a space plasma environment, accounting for the much lower density of the solar wind. The
injection of plasma and the expansion of the dipolar magnetic in the presence of the solar wind flow will also be tested. The deflection of energetic particles by these systems will be considered, resorting to test particles and following particle trajectories in time, thus providing information that will allow for a detailed assessment of the role of mini-magnetospheres in the space environment.
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